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• This work presents an inter-regional unit commitment

with semi-dispatchable PV generation.

• HVDC tie-line frequency support is considered based on

multi-machine system frequency response.

• A solution approach Successive Constraint Generation is

proposed to address the nonlinear frequency limit con-

straints.

• The proposed approach helps increase the frequency-secure

disturbance for PV generation.
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Abstract

Unit commitment problem considering renewable uncertainty has received a lot of attention in recent years. The high-level penetra-

tion of renewable lowers the system inertia, posing challenges in frequency stability. This work proposes a unit commitment model

considering frequency limits. High Voltage Direct Current (HVDC) tie-line is modeled to transfer PV generation to load centers.

In the meantime, it provides frequency support. Multi-machine system frequency response model is employed to approximate the

frequency behaviors. The PV is considered semi-controllable in the scheduling model. A novel solution approach is proposed

to solve the unit commitment problem with nonlinear frequency stability constraints. Case studies demonstrate the benefits and

effectiveness of the proposed approach.
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1. Introduction

The renewable installation capacity has seen a significant

increase globally in the last decades, amounting to 3,064 GW

[1]. According to International Energy Agency, annual renew-

able capacity addition reaches almost 295 GW in 2021, and PV

growth contributes half of it [2]. In the meantime, utility-scale

renewable resources are located in rural areas. HVDC transmis-

sion systems are often used to transfer energy in long distances

[3]. The rapid development of renewable poses new challenges

in power system operation and stability.

The renewables, such as PV and wind, are intermittent and

variable resources. When renewable penetration reaches a cer-

tain level, the system has to preserve enough reserve to off-

set the uncertainty stemming from renewable generation. The

traditional Unit Commitment (UC) problem determines on/off

states of units, which meet load demand and reserve require-

ment in a cost-efficient fashion [4–6]. There is rich literature on

UC with tertiary reserves. Stochastic, robust, and data-driven

approaches are successfully employed to optimize reserves for

uncertainty management. Among them, scenario-based UC of-

Figure 1: An illustrative figure of frequency control.

ten models the sampling scenarios for renewable output based

on some probability distributions [7, 8]. Robust UC guarantees

the system has enough reserves to survive in all possible fluc-

tuations stemming from renewable generation [9–11]. Data-

driven UC relies on historical data instead of the probability

distribution, and immunizes the scheduling against the worst-

case distribution in ambiguity set [12].

Power electronics are widely used in renewable units and

HVDC transmission systems. They could lower the system

inertia, which is fundamentally important to system stability

[13]. Traditional reserve constraints often require more units
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Nomenclature

Indices

i index of thermal units

j index of partitions of feasible region

t index of time intervals

Parameters

βC/βH/βF/βR Coefficients of the piecewise linear con-

straints

∆R
dc
/∆Rdc Hourly ramp up/down limit of the HVDC

P
dc
/Pdc Maximum/minimum power output of the

HVDC

P
dis,dc
/Pdis,dc Largest power disturbance in the receiving

end

P
pv
t /P

pv
t Maximum/minimum power output of confi-

dence interval of the PV station

Hi/Fi/Ri/Rdc Inertia constant/ Fraction of power gener-

ated by the high-pressure turbine/ Governor

regulation constant of the thermal generator/

HVDC

RoCoFmax Maximal rate-of-change of Frequency

S dc the capacity of HVDC

∆t Downward disturbance requirement

P
G
i /P

G
i Maximum/minimum power output of the

thermal generator

CP
i /C

R
i /U

PV
t The cost function for UC and Dispatch/ Reg-

ulating reserves/ upper and lower bounds for

PV output deviation

f0/ f / f Nominal Frequency/ Frequency zenith/ nadir

PD,s
t /P

D,r
t Load demand at sending/receiving end grid

Ppv, f
t Forecasted PV output

Ppv,s
t Scheduled PV generation

RUP
g /R

DN
g Hourly ramp up/down capacity of the thermal

generator

S g/S s
sys/S

r
sys Rated apparent power of the generator/ the

sum of the system installed generation capac-

ity in sending/ receiving end

T on
g /T

o f f
g Minimum online/offline time of the thermal

generator

Variables

ηs
t /η

r
t Auxiliary variable in the sending/receiving

end

γ−t Permissible downward deviation for PV gen-

eration

Ht/Ft/Rt System aggregated inertia constant/turbine

parameter/ governor regulation constant

Ii,t Binary variable representing unit i on/off sta-

tus at time t

PG
i,t/P

dc
t Power output of the thermal generator/

HVDC

Pdis,−
t /Pdis,+

t Permissible deviations of power

Rreg,up
i,t /Rreg,down

i,t upward/downward regulating reserve of

unit i

Ui,t/Vi,t Binary variable representing the start up/shut

down for unit i

xi,t Binary variable representing whether unit i

participating in frequency regulation at time t

online, leading to large system inertia. However, reserves in

traditional UC mostly are prepared for secondary and tertiary

control. The frequency dynamics are not explicitly modeled

[4]. Figure 1 illustrates the frequency control dynamics. With
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increasing power electronic enabled assets in power grids, UC

considering frequency stability becomes an emerging topic, and

attracts great attention in recent years [14–18]. Frequency sta-

bility is referred to the ability to maintain steady frequency

following a significant imbalance between generation and load

[19].

Although there is a rich literature on load-frequency con-

trol, it remains an open question to consider frequency dynam-

ics in UC. System transients often involve differential-algebraic

equations (DAE) and control strategies, which are challenging

to directly address with optimization theories. Researchers put

much effort into modeling frequency stability from different

perspectives [17, 20, 21]. Most techniques handling frequency

limit in UC can be classified into two groups. One is to use

the ramp limit to express the loss of kinetic energy so that the

frequency limit can be modeled [21, 22]. It avoids the com-

plicated frequency dynamics at the cost of ignoring the control

strategies of generators. The other technique is to use the sys-

tem frequency response (SFR) model to enforce the constraints

with the closed form of frequency limit [23]. In [17], the au-

thors employ piecewise hyperplanes to approximate the Multi-

machine System Frequency Response (MM-SFR) model in the

UC problem. Recently, frequency support from renewables are

considered in low-inertia systems [16, 24]. Frequency nadir is

often approximated by a nonlinear function in system inertia,

turbine parameter, and governor regulation. Additional binary

variables are introduced to model the nadir limit. However, it is

computationally intensive [17, 24]. Authors in [16] enforce all

constraints and disregard piece segments to avoid binary vari-

ables, at the cost of over-conservativeness.

In the frequency literature, the disturbance is often modeled

as the largest online unit’s capacity. However, PV generation

could fluctuate significantly due to the nature of solar radiation.

We propose an approach to UC and renewable scheduling with

frequency limit constraints. The contribution of this work is

three-fold.

• We consider the PV generators semi-dispatchable, i.e.

their output can be lowered by curtailing renewable en-

ergy. It provides additional flexibility in both power bal-

ance and frequency stability. The model optimally de-

termines the scheduled PV output and online states for

traditional units.

• The HVDC line is modeled to participate in the frequency

regulation. There is limited work reporting HVDC line

frequency support in UC literature. By modeling the HVDC

line response, we can employ inter-regional resources to

meet the frequency limit constraints.

• We propose a successive constraint generation (SCG) ap-

proach to handling piecewise linear frequency constraints.

Different from most techniques in literature, SCG does

not employ binary variables or model all constraints. In-

stead, it iteratively adds newly generated limited con-

straints until convergence. The simulation results indi-

cate it is computationally efficient yet accurate.

The remainder of this paper is organized as follows. Sec-

tion II presents the proposed inter-regional UC and renewable

scheduling model with frequency nadir limit. Section III pro-

poses a solution approach to the model. The frequency nadir

limit constraint is first linearized, and then a successive con-

straint generation algorithm is presented to solve the problem.

We conduct case studies demonstrating the effectiveness of the

proposed model and solution approach in section V. Section VI

concludes the paper.

2. Model Formulation

Following a generator trip or sudden decrease in PV output,

the system frequency continues to drop before exceeding the

dead band, and then the primary control kicks in. In a single-

machine system, the swing equation describes small deviations

around the nominal frequency

2H
d∆ f (t)

dt
= Pm(t) − Pe(t) = ∆Pm(t) − ∆Pe(t), (1)

where ∆ f (t) is the frequency deviation, i.e. ∆ f (t) = f (t) −

fnom. Pm(t) is the mechanical power, and Pe(t) is the electrical
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Figure 2: System Frequency Response Model with HVDC Frequency Support.

power. Note Pe(t) consists of frequency-sensitive load and non-

frequency-sensitive load. H is the inertia constant [13]. Read-

ers are referred to Figure 1 for the illustrative process. With

primary control, the system frequency reaches the nadir point

fnadir, and then gets to a new steady state. The new frequency

has a deviation from the nominal frequency. If the system is

stable, the deviation will be eliminated by automatic genera-

tion control (AGC), which gives new setpoints for units. In

this section, we present a model capturing the frequency nadir

point with frequency support from synchronous generators and

HVDC line.

2.1. System Frequency Response

In the power literature, system frequency response (SFR) is

often used to approximate the frequency behaviors following a

disturbance [23, 25]. We consider the HVDC line can provide

frequency support [26]. The transfer function is presented in

Figure 2. Following [23, 25], the frequency deviation in the

time domain is given as

∆ f (t) =
R∆P

DR + 1
·
[
1 + αe−ζωnt sin (ωrt + φ)

]
(2)

where ∆P is defined as the power disturbance. R is the droop

parameter, and D is the load-damping constant. In (2), ωn, ζ,

ωr, α, and ϕ are defined as

ω2
n =

DR+1
2HRTR

ζ = DRTR+2HR+FHTR
2(DR+1) ωn

ωr = ωn
√

1 − ζ2

α =

√
1−2TRζωn+T 2

Rω
2
R

1−ζ2

φ = arctan
(
ωrTR

1−ζωnTR

)
− arctan

( √
1−ζ2

−ζ

)
(3)

where TR is the reheat time constant, and FH is the fraction of

total power generated by the high-pressure turbine. As shown

in Figure 1, fnadir is reached when ∆ f (t)′ = 0. With (2), solving

∆ f (t)′ = 0 gives

tnadir =
1
ωr

arctan
(
ωrTR

ζωrTR − 1

)
. (4)

Therefore, we have ∆ fnadir = ∆P 1+
√

1−ζ2αe−ζωntnadir

D+1/R

fnadir = f0 − ∆ fnadir.
(5)

By introducing an auxiliary function

η ≜
D + 1/R

1 +
√

1 − ζ2αe−ζωntnadir
, (6)

we rewrite equation (5) as

Pdis
t = ( f − f0)η. (7)

Pdis
t can be upward and downward. It is thus written as Pdis

t = Pdis,+
t − Pdis,−

t

Pdis,+
t ≥ 0, Pdis,−

t ≥ 0
(8)

2.2. Thermal Unit Constraint

The generator dispatch respects its lower and upper limits.

It is formulated as

Ii,tP
G
i ≤ PG

i,t ≤ Ii,tP
G
i ,∀t,∀i, (9)

where Ii,t is the binary variable indicating if generator i is online

or offline at time t. A group of constraints for unit operation is

formulated as

Ui,t − Vi,t = Ii,t − Ii,t−1,∀t,∀i (10)

PG
i,t − PG

i,t−1 ≤ Ii,t−1RUP
i + Ui,tP

G
i ,∀t,∀i (11)

PG
i,t−1 − PG

i,t ≤ Ii,t−1RDN
i + Vi,tP

G
i ,∀t,∀i (12)

t−1∑
τ=t−T on

i −1

Ii,τ ≥ Vi,tT
on
i ,∀t,∀i (13)

t−1∑
τ=t−T o f f

i −1

(1 − Ii,τ) ≥ Ui,tT
o f f
i ,∀t,∀i. (14)

Let xi,t be the indicator of if unit i participating in frequency

regulation. The unit must be online to provide the frequency

support, hence

xi,t ≤ Ii,t,∀i, t. (15)

4



After reaching the steady state, the unit i picks up power is

∆Pi,t = −S i/Ri · ∆ f · xi,t. Therefore, the regulating reserve of

unit i can be defined as

Rreg,up
i,t =

S i

Ri
· ( f0 − f ) · xi,t,∀i, t (16)

Rreg,down
i,t =

S i

Ri
· ( f̄ − f0) · xi,t,∀i, t (17)

where f̄ and f are upper and lower limits of frequency, respec-

tively. In the meantime, the dispatch should not exceed the

unit’s output limit

PG
i,t + Rreg,up

i,t ≤ P̄G
i ,∀t, i ∈ Gs (18)

PG
i,t − Rreg,down

i,t ≥ PG
i xi,t,∀t, i ∈ Gs. (19)

2.3. PV Generation Constraint

Let Ppv, f
t denote the forecast of PV generation. Denote Ppv

t

and P̄pv
t as lower and upper bounds of PV generation confidence

interval respectively. Then, the scheduled PV output respects

Ppv
t ≤ Ppv,s

t ≤ Ppv, f
t ,∀t. (20)

Let ∆t denote the downward disturbance requirement.

γ−t = Pdis,−
t − ∆t, γ

−
t ≥ 0,∀t (21)

Equation (21) denotes permissible downward disturbance is not

less than ∆t, and γ−t is the permissible downward deviation for

PV generation. Equation (22)-(23) shows the permissible devi-

ations are within the confidence interval of PV generation.

γ−t ≤ Ppv,s
t − Ppv

t (22)

Pdis,+
t ≤ P̄pv

t − Ppv,s
t . (23)

2.4. Two-area HVDC System Constraint

The ramp limit of the HVDC tie-line output is modeled in

(24).

∆Rdc ≤ Pdc
t − Pdc

t−1 ≤ ∆R
dc
,∀t (24)

The power balance constraint in the sending end grid is formu-

lated in (25).

Ppv,s
t +

∑
i∈Gs

PG
i,t − PD,s

t = Pdc
t ,∀t,∀i (25)

The power balance constraint in the receiving end grid is for-

mulated as

Pdc
t +

∑
i∈Gr

PG
i,t = PD,r

t ,∀t,∀i (26)

The largest power disturbance reflected in the receiving end

is formulated as

Pdis,dc
t =

S dc

Rdc ( f − f0) (27)

P̄dis,dc
t =

S dc

Rdc ( f̄ − f0). (28)

The HVDC should also keep enough reserves, which are for-

mulated in the equations below.

Pdc − Pdc
t ≤ Pdis,dc

t ,∀t (29)

P̄dc − Pdc
t ≥ P̄dis,dc

t ,∀t. (30)

Therefore, reserves the receiving end grid keeps should not

be less than the above values. The network constraints can be

also enforced in both sides.

2.5. Frequency Constraint

We employ the aggregated MM-SFR model to derive the

frequency limit constraint [25]. Most equations apply in both

sending and receiving end grids. For notation simplification,

we slightly abuse the superscript s and r. When there is a dis-

turbance, the initial Rate-of-Change-of-Frequency (RoCoF) is

a function of the system inertia. Equation (1) describes individ-

ual machine dynamics. It is reasonable to use an equivalent unit

that reflects the average behaviors of all online generators. The

equivalent generator is called the center of inertia (COI) [27].

The unit inertia is converted as

Hsys
i,t = Hi · (S i/S sys) · xi,t, (31)

where S i is the rated capacity of unit i, and S sys is the system

base. Following [27], this paper selects the load demand as

S sys, and the inertia constant Ht is given as follows

Ht =
∑

i

Hsys
i,t . (32)

Therefore, following (1), we can easily get the initial RoCoF

and its limit

RoCoF =
∆ f (t)
∆t
=

Pdis
t

2Ht
≤ RoCoFmax,∀t. (33)
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It is reformulated in linear form as

Pdis,−
t ≤ 2RoCoFmax · Ht,∀t. (34)

If RoCof exceeds its limit, it may trigger a RoCoF relay.

The power upset cannot exceeds the total available regulat-

ing reserve∑
i∈Gs

Rreg,down
i,t ≥ Pdis,+

t , Pdis,−
t ≤

∑
i∈Gs

Rreg,up
i,t ,∀t. (35)

In the receiving end, we have

Pdis,dc
t ≥ −

∑
i∈Gr

Rreg,up
i,t ,∀t (36)

P̄dis,dc
t ≤

∑
i∈Gr

Rreg,down
i,t ,∀t. (37)

To formulate the frequency nadir and zenith limits, we em-

ploy the aggregated MM-SFR model introduced in [25]. First,

the aggregated parameters can be obtained as

1
Rt
=

∑
i∈Gs

(
S i

S sys
)

1
Ri

xi,t +
S dc

S sys

1
Rdc
,∀t (38)

Ht =
∑
i∈G

Hsys
i,t + Hdc,∀t (39)

Ft =
∑
i∈G

λi,tFixi,t∀t, (40)

where λi,t is defined as

λi,t =
( S i

S sys
) 1

Ri∑
i∈G

(
S i

S sys

1
Ri

xi,t

) = (
S i

S sys
)
Rt

Ri
,∀i. (41)

It is observed that λi,t is a function of {xi,t}. Therefore, the fre-

quency nadir and zenith constraints are formulated as

( f − f0)ηs
t S s

sys ≤ Pdis
t ≤ ( f̄ − f0)ηs

t S s
sys, (42)

where ηs
t is a nonlinear function of (Rt,Ht, Ft).

Similarly, we can establish the frequency constraints for the

receiving end grid

( f̄ − f0)ηr
t S

r
sys ≥ P̄dis,dc

t (43)

( f0 − f )ηr
t S

r
sys ≥ −Pdis,dc

t . (44)

The power disturbance propagates to the receiving end in sev-

eral seconds. Hence, the above constraints are conservative.

Substitute P̄dis,dc
t and Pdis,dc

t with (27) and (28), respectively,

(43-44) are equivalent to

ηr
t ≥

S dc

S r
sysRdc . (45)

2.6. Optimization Model

The frequency-constrained UC problem is formulated as

(P) min
∑
t∈T

∑
i∈Gs∪Gr

CP
i (Ui,t,Vi,t, Pi,t) +CR

i (Rreg,down
i,t ,Rreg,up

i,t )

−
∑
t∈T

UPV
t (γ−t + Pdis,+

t )

s.t. (8 − 30), (34 − 42), (45)

where CP
i (·) denotes the cost function for UC and dispatch, and

CR
i (·) represents the cost function for the regulating reserves.

Ut(·) is the utility function of the upper and lower bounds for

PV output deviation.

3. Solution Approach

In the proposed model (P), the frequency limit constraint

(42)- (44) are nonlinear and nonconvex. UC problem itself is

computationally intensive for utility-scale power systems. The

nonlinear term ηr
t and ηs

t make it even more challenging. In

this section, we propose a solution approach to reducing the

computation burden.

3.1. Linearization

First, we linearize ηs
t , which is a function of parameter Rs

t ,

Hs
t and F s

t . Piecewise linearization techniques are often em-

ployed to linearize it [16, 24]. According to (40), Ft
Rt

is linear

in binary variable {xi,t}. Hence, we employ a linear function of

{Ht,
1
Rt
, Ft

Rt
} to approximate ηt.

Let Xt = {Ht,
1
Rt
, Ft

Rt
}, and Xt = {Xt |(38) − (40)} be the feasi-

ble region of ηt. Partition Xt to J parts,

Xt = ∪
J
j=1Xt, j. (46)

Let η̃t, j represent the hyperplane to approximate ηt in region

Xt, j. We have

η̃t, j ≜ β
C
j + β

H
j Ht + β

F
j

Ft

Rt
+ βR

j
1
Rt
, (47)

= βC
j + β

H
j Ht + β

F
j

∑
i∈Gs

Fi

R̂i
xi,t + β

R
j

∑
i∈Gs

1
R̂i

xi,t, (48)

where β(·)
j are parameters to be determined, and R̂i =

S sys

S i
Ri.

Substituting (38)-(40) to (47) gives (48). By generating a set of

6



samples, one can use a closed form or supporting vector to get

these parameters. Constraint (42) can be approximated by

( f − f0)η̃s
t, jS

s
sys ≤ Pdis

t ≤ ( f̄ − f0)η̃s
t, jS

s
sys,∀t, if Xt ∈ Xt, j. (49)

Similarly, (45) is approximated by

η̃r
t, j ≥

S dc

S r
sysRdc ,∀t, if Xt ∈ Xt, j. (50)

3.2. Successive Constraint Generation Algorithm

In this subsection, we present a successive constraint gener-

ation algorithm to solve the frequency-constrained UC prob-

lem. First, we replace the nonlinear constraints in (P) with

piecewise ones, and establish a UC model as the following.

(P1) min
∑
t∈T

∑
i∈Gs∪Gr

CP
i (Ui,t,Vi,t, Pi,t) +CR

i (Rreg,down
i,t ,Rreg,up

i,t )

−
∑
t∈T

UPV
t (γ−t + Pdis,+

t )

s.t. (21), (8 − 30), (34 − 37), (47 − 50).

Note η̃t, j in constraint (49) and (50) is a function of {xi,t}. One

can introduce a binary variable to indicate whether Xt is within

Xt, j. It is computationally intensive when the partition or con-

straint number grows.

At the optimal point, Xt falls only in one partition. How-

ever, it is unknown before solving the problem. We introduce

a successive algorithm to generate constraints. Let J1
t ,J

2
t , and

J3
t be the constraint sets. A master problem (MP) is established

as follows

(MP) min
∑
t∈T

∑
i∈Gs∪Gr

CP
i (Ui,t,Vi,t, Pi,t) +CR

i (Rreg,down
i,t ,Rreg,up

i,t )

−
∑
t∈T

UPV
t (γ−t + Pdis,+

t )

s.t. (21), (8 − 30), (34 − 37), (47)

( f − f0)η̃s
t, j + Pdis,−

t ≤ 0,∀t, j ∈ J1 (51)

Pdis,+
t − ( f̄ − f0)η̃s

t, j ≤ 0,∀t, j ∈ J2 (52)

η̃r
t, j ≥

S dc

Rdc ,∀t, j ∈ J3. (53)

Let k be the number of frequency violation constraints. Al-

gorithm 1 presents the proposed pseudo code of the proposed

Algorithm 1 Successive Constraint Generation
1: Set J1

t = J
2
t = J

3
t = ∅

2: Initialize k, set tolerance δ

3: while k , 0 do

4: Solve (MP), get {x∗i,t}

5: k ← 0

6: for t = 1 : T do

7: Get {Xt} according to (38-40) with {x∗i,t}

8: Determine j, so that Xt ∈ Xt, j

9: Get η̃t, j according to (47)

10: if ( f − f0)η̃s
t, j + Pdis,−

t ≥ δ then

11: J1
t ← J1

t ∪ j, k ← k + 1

12: else if Pdis,+
t − ( f̄ − f0)η̃s

t, j ≥ δ then

13: J2
t ← J2

t ∪ j, k ← k + 1

14: end if

15: if η̃r,eq
t, j −

S dc

Rdc ≤ δ then

16: J3
t ← J3

t ∪ j, k ← k + 1

17: end if

18: end for

19: end while

SCG algorithm. In each iteration, the violated frequency con-

straints are added cumulatively. When the procedure is con-

verged, we get the UC solution without any frequency con-

straint violations.

4. Case Study

In this section, we conduct case studies with a modified

IEEE RTS-79 system. The HVDC tie-line connects Bus 6 and

Bus 23. The sending end grid consists of seven buses from

Bus 15 to Bus 23. The PV farm has an installed capacity of

600 MW. There are 11 generators in the sending-end grid. In

the receiving end grid, there is a peak load of 957 MW. Table 1

lists generator parameters for traditional UC. The frequency re-

sponse parameters of thermal generators and HVDC are pre-

sented in Table 2. Table 3 lists the unit types of all generators.

∆t is set to 90 MW. The simulations are carried out on a laptop

with AMD R5 3550H 2.1 GHz and the optimization problem is
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Table 1: Parameters of the thermal generators

Generation type U155 U350 U76 U197

Capacity (MW) 155 350 76 197

Variable cost ($/MW) 30 20 45 35

Start-up cost ($/MW) 2 4 6 6

Shut-down cost ($/MW) 2 4 6 6

Min. on time (h) 8 8 4 4

Min. off time (h) 8 8 4 4

Ramp limit 10% 10% 10% 20%

Min. output 35% 50% 20% 20%

Table 2: Frequency response characteristics of thermal generators and HVDC

Gen Type U155 U350 U76 U197 HVDC

Inertia constant (s) 6 8 4 6 4

Turb. factor FH 0.3 0.35 0.25 0.3 -

Droop factor 0.05 0.05 0.033 0.033 0.045

solved with Gurobi 9.5.

4.1. Impact of Frequency Constraints

Enforcing frequency constraints can change the UC results.

The fuel cost increases from $579,800 to $662,900 due to the

frequency constraints. Figure 3 depicts the UC results in the

sending end grid without frequency constraints, and Figure 4

shows that with frequency constraints. The x-axis is the time

interval and the y-axis denotes the unit index. The background

color shows if the unit is committed. The blue cell denotes

Table 3: Unit Type in The Modified IEEE RTS-79 System

Unit No U155 U350 U76 U197

1-3 (Sending End) - - x -

4-6 (Sending End) x - - -

7-8 (Sending End) - - - x

9-11 (Sending End) - x - -

1 (Receiving End) - x - -

2 (Receiving End) - - x -

3-4 (Receiving End) x - - -

5-7 (Receiving End) - - - x

Figure 3: UC results without frequency constraints in the sending end grid

Figure 4: UC results with frequency constraints in the sending end grid

the unit is online, i.e. committed. Committed hours of Unit 3

and 11 remain the same in both cases. Enforcing frequency

constraints leads to more committed hours of Unit 1, 2, 5, 7,

and 8 commit and fewer committed hours of Unit 10. For ex-

ample, Unit 1, 2, 5, and 8 are not committed across all time

intervals. After enforcing frequency constraints, Unit 8 is com-

mitted from Hour 5 to Hour 9. Similarly, Unit 5 is committed

from Hour 1 to Hour 8 when frequency constraints are enforced.

In contrast, Unit 10 is turned off from Hour 1 to Hour 8. It is

observed that the frequency constraints in general require more

committed units. That is because more online units often indi-

cate larger system inertia, which is relevant to frequency regu-

lation capability.

4.2. Impact of HVDC Frequency Support

The HVDC tie-line provides frequency support by mitigat-

ing the power disturbance in the sending end grid. Figure 5

presents the comparison of permissible downward disturbances.

The blue dashed dot line is the permissible disturbance without

HVDC frequency support, and the orange dashed line presents

that with HVDC frequency support. It can be observed that the
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Figure 5: Permissible downward disturbance with and without HVDC fre-

quency support

Figure 6: xi,t with HVDC frequency support in the receiving end grid. xi,t = 1

indicates participating frequency regulation.

frequency support from HVDC helps increase the permissible

power disturbance. For example, the original max permissible

disturbance is 135 MW, which is attained at Hour 11. With

HVDC frequency support, the max permissible disturbance in-

creases to 159 MW at Hour 10. Also, together with Figure 4,

we observe that permissible disturbance increases with online

capacity. Figure 5 shows the largest permissible disturbance

achieved at Hour 10 when there is a large online capacity ac-

cording to Figure 4.

The HVDC tie-line helps utilize the inter-regional resources

to regulate the frequency. Adding HVDC frequency support

lowers the objective from 574,100 to 567,400. Figure 6 shows

the generators participating in frequency support in the receiv-

ing end grid. It is observed that Unit 5 and 7 of type U197

involves the frequency regulation at Hour 7 and 8 when the

system has a high permissible downward disturbance. In con-

trast, Unit 5 does not provide frequency regulation if HVDC

frequency support is not added. It indicates that units in the

receiving end grid are indirectly utilized when HVDC partici-

pates in the frequency regulation. The disturbances propagate

to the receiving end grid according to equation (27-28).

Figure 7: Different frequency-secure downward deviations attained by the pro-

posed SCG with various pieces.

Figure 8: Various frequency nadirs with iterations in SCG algorithm

4.3. Performance of Proposed SCG Algorithm

In this part, we conduct simulations to verify the perfor-

mance of the proposed SCG algorithm. Figure 7 draws the

different frequency-secure downward deviations for PV gener-

ation attained by SCG when various piece numbers are used.

J = 1 indicates only one piece is used, and it has small values

from Hour 6 to Hour 9. We observe that curves are close after

J ≥ 27. For example, the curve of J = 125 almost overlaps with

that of J = 216. It shows the convergence of the approximation

accuracy. It indicates that the nonlinear frequency constraints

are accurately approximated with the proposed approach.

Figure 8 shows frequency violations with iterations in the

proposed SCG algorithm. It is observed that the procedure con-

verges after four iterations in this case. According to our ex-

periments, the SCG algorithm converges within four or three

iterations.

For the convenience of comparison, we call the technique

used in [16] one-shot linearization (OSL). Figure 9 shows the

comparison of permissible downward deviation for PV gener-

ation attained by OSL and SCG. The blue dashed dot is cal-

culated based on OSL, and the orange dashed line is attained

from the proposed SCG algorithm. It can be observed that the

9



Figure 9: Frequency-secure downward deviation for PV generation from the

proposed SCG and OSL algorithm.

Table 4: Model and Performance Comparison

Constraint # Obj. Value Solution Time (s)

OSL 10,363 589,000 32.8

SCG 4,411 579,500 23.0

frequency-secure deviation obtained from the SCG algorithm

is much larger than that attained from OSL. For example, the

frequency-secure deviation by OSL is below 10 MW from Hour

7 to Hour 18. In contrast, the frequency-secure deviation by the

proposed SCG ranges from 21 MW to 70 MW from Hour 7 to

Hour 18. That is because the feasible region in OSL is conser-

vatively shrunk when modeling frequency constraints. It indi-

cates that the proposed SCG could safely integrate more solar

energy if PV generation suddenly increases.

Table 4 compares the model and computation performance

of OSL and the proposed SCG. The column “Constraint #” lists

the constraint number of the model. It is observed that the con-

verged model in SCG has 4,429 constraints, which are 5,952

= 10,363 - 4,411 less than that in OSL. In the meantime, the

objective value is listed in column “Obj. Value” from SCG is

$579,500, which is $ 9,500 = 589,000-579,500 less than that

from OSL. It indicates the shrunk feasible region in OSL leads

to a conservative result. The column “Solution Time (s)” lists

the total solution time. SCG takes 23.0 s to find the solution

while OSL needs 32.8 s . It indicates SCG in general is more

computationally efficient than OSL.

5. Conclusion

A large-scale renewable integration in the power system

may lower the system inertia, which is fundamentally impor-

tant to frequency security. This work presents a unit commit-

ment model considering HVDC frequency support. Permissible

deviation for PV generation is modeled to increase renewable

accommodation. A successive constraints generation (SCG) al-

gorithm is proposed to address the nonlinear frequency con-

straints. The simulation results show that HVDC frequency

support can increase the permissible power disturbance, and the

proposed algorithm outperforms the existing approach in terms

of accuracy and speed.
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