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Abstract—The growing penetration of distributed photovoltaic
(PV) poses new challenges, such as voltage security and output
uncertainty, in distribution networks. The efficient and secure
integration of high-level PV has recently garnered much at-
tention. This work proposes a novel variable timescale model
for the planning-operation co-optimization, aiming to unlock
more flexibility for PV integration. We introduce a novel ramp
event detection algorithm to adjust timescales, focusing on
critical time periods. Consequently, this allows for flexibility
unlocking by adjusting high-resolution time periods with binary
variables while maintaining an efficient model size. To guarantee
the robustness and nonanticipativity in planning, we propose
a multistage optimization model with a variable uncertainty
set. A hybrid solution approach is then proposed to solve the
challenging model. In the meantime, the model takes into account
utilization of the mobile energy storage system (MESS). To
validate the approach, we perform the case study using the 13-bus
system, 141-bus system, and 906-bus system. The numerical test
results demonstrate the efficiency and accuracy of the proposed
methodologies.

Index Terms—Variable Timescale, Ramp Event, Multistage
Optimization, Surrogate Affine Policy.
NOMENCLATURE
A. Sets and Indices

T,t Set/Index of time periods.

N,n Set/Index of PVs.

L, Set/Index of MESSs.

Z,i Set/Index of buses.

O(), Set/Index of buses directly connected to bus .

C,c Set/Index of MESS candidate locations.

M, m Set/Index of loads.

Q,q Set/Index of distribution lines.

B. Variables

pPh.Qb Active/Reactive power from the main grid.

P,Q7)  Active/Reactive power injected into bus i.

Vie Voltage magnitude of bus 4.

Piir +, Qi+ Active/Reactive power flow on line from bus ¢

to bus 7’

Py, Qqt Active/Reactive power flow on g-th line.

Py Active power output of n-th PV.

P>¢, P*%  Charging/Discharging power of I-th MESS
o " connected with c-th candidate location.

Pd Q% . Active/Reactive power demand of m-th load.
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cr,Cy Installation capacity of PV/MESS.
E}, Energy level of [-th MESS.
et Connected indication of c-th candidate loca-
tion and [/-th MESS.
Xi,t Transit status of [-th MESS
ufl’ftm”,uf,ﬁp Lower/Upper bound of PV uncertainty set.
uf,ﬁ?“ﬂ i’izp Lower/Upper bound of load uncertainty set.
Pﬁi’_}z, P:j:f Power of load shedding/PV curtailment.
T Non-negative multiplier.

C. Parameters

Ny, N, Number of PVs/loads.

W Tolerance band range of critical aperture.

v Proportion of total PV capacity to total load for
ramp event detection in planning model.

r Annual interest rate.

v, y° Lifespan of PV/MESS.

R, R? Investment cost per unit of PV/MESS.

ry, Ty Resistance/Reactance of line from bus 7 to bus 7'.

o Deep of discharge of I-th MESS.

ns, it Coefficient of charging/discharging power limit
of [-th MESS.

T pf Charging/Discharging efficiency of MESS.

v,V Lower/Upper limit of voltage magnitude.

Sy Apparent power capacity of g-th line.

kkow knf, Lower/Upper bound coefficient for the confi-
' dence interval of n-th PV.

k‘,’;t Forecast expectation coefficient of n-th PV.

P,‘ilf “ Lower bound for the confidence interval of load.

P,‘i’f;p Upper bound for the confidence interval of load.

P,‘,il”’; Forecast expectation of m-th load.

i Electricity price for buying from the main grid.

Pl Electricity price for selling to the main grid.

p° Transportation cost of MESS.

ot Cost of PV curtailment and load shedding.

Tctl”zd Travel time of MESS from node ¢; to cs.

I. INTRODUCTION

N recent years, renewable generation, such as photovoltaic
(PV), has increased significantly. However, the high pen-
etration of PV has been posing challenges to the distribution
network, such as reversed power flow, overvoltage, and real-
time power balance [1]. Distribution system operators (DSOs)
are responsible for providing continuous power supply with
acceptable voltage and frequency. Hence, various active net-
work management techniques have been utilized to enhance
PV integration, including on-load tap-changer [2], PV inverter
[3], static var compensator [4], demand response [5], etc.



With the technical development of energy storage systems
(ESS), they are increasingly becoming a primary solution for
facilitating PV integration. Traditional ESS is usually installed
in a fixed location, but recently, mobile energy storage systems
(MESSs) have become a hotspot in the power community
due to their mobility. MESS is a mobile ESS that can be
transported by truck and connected to the system at different
locations. There is abundant literature related to MESS plan-
ning [6]-[8] and scheduling [9]-[13]. Previous studies have
demonstrated its effectiveness in improving renewable energy
integration, economic operations and grid resilience [6]-[13].
Currently, MESS has a relatively high investment cost and
short lifespan. However, with technological advancements,
MESS is promising as an alternative to conventional ESS in
distribution systems [9]. From a pragmatic perspective, the
commercial applications of MESS are becoming increasingly
diverse. For example, a MESS project led by Shanghai Electric
Gotion New Energy Technology Co., Ltd. has been imple-
mented to improve renewable integration and grid resilience in
a distribution system in China. Toshiba Corporation has also
conducted a 776 kWh MESS for peak shaving and voltage
regulation in a distribution system in Spain.

However, most existing studies consider a fixed timescale
over the entire time horizon, such as one hour [6], [7],
[10], [11], 30 minutes [13] or 15 minutes [12]. It has been
pointed out that higher time resolutions offer advantages
over traditional hourly simulations in power systems [14].
However, these advantages come at the cost of a significant
increase in computational burden. Determining how to select
an appropriate timescale to balance the solution quality and
model complexity is a significant challenge. Ref. [15] proposes
an hourly unit commitment (UC) model considering intra-hour
variability of renewable power and intra-hour reserves. This
model can capture intra-hour renewable variability without
increasing time resolution, but the flexibility is somewhat
limited due to the hourly commitment schedule. Ref. [16]
presents a time-adaptive UC model that considers a time
horizon consisting of 24 periods with different duration. They
introduce a hierarchical clustering algorithm to determine the
24 periods that capture net-demand variability. This innovative
model performs better than the hourly UC model without
increasing the computational burden. On this basis, Ref. [17]
employs the hierarchical clustering algorithm into the intra-day
UC problem to adjust the timescale. A strategy for selecting
representative scheduling points is also proposed in [18] to
adjust the timescale of day-ahead UC. However, uncertainty,
which is a major concern in renewable integration, is not fully
considered in the most variable timescale models. Addition-
ally, these timescale adjustment methods are not appropriate
for energy storage, as they ignore the net load’s duration
time, which is critical for storage operation. Due to State
of Charge (SOC) limitations and grid security constraints,
frequent movement of MESS may needed even when the net
load curve is smooth, as will be demonstrated in the case study.
Inappropriately aggregating some smooth periods may result
in the underutilization of capacity. Therefore, there exists a
research gap in formulating a proper variable timescale model
for the energy storage system considering uncertainty.
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Fig. 1. Sketch of our proposed formulation.

Some studies have focused on the detection of ramp events
[19]-[21] recently. Ramp event is traditionally defined as
sudden and significant fluctuations of renewable resources over
a short period [22]. It plays a critical role in the management
and dispatch of renewable energy in the power industry [20].
When a ramp event occurs, flexible resources are employed
to accommodate the fluctuation. In contrast, during non-
ramp periods, the system consistently operates with relative
stability, rendering these time intervals somewhat redundant.
This provides a new perspective for formulating a variable
timescale model. The scheduling can be tailored to prioritize
ramp events, thereby preventing the need for an excessively
intricate model with an excessively fine timescale. Addition-
ally, the rules governing ramp events can be customized to
align with the unique characteristics of energy storage system.
This capability of detecting ramp events to contribute to the
development of a variable timescale model remains unexplored
in current literature.

Uncertainty has been taken into consideration recently.
However, when ESS integrates into the power systems, it
is challenging to find an optimal and robust scheduling and
recourse action for ESS considering nonanticipativity con-
straints. This is mainly because of its time-coupling SOC of
ESS. It has been pointed out in [23]-[26] that the existing
two-stage robust method, scenario-based method, scenario-tree
method, and chance-constrained model cannot guarantee the
robustness and nonanticipativity of solution simultaneously. To
this end, multistage optimization method proposed recently in
[23]-[25] provides an effective approach for ESS to mitigate
uncertainty while ensuring nonanticipativity and robustness.
There are two mainstream methods to derive such decisions:
explicit decision rules [24], [25] and implicit decision rules
[23], [26]. Faced with realistic distribution systems with
massive loads, implicit decision method could be computa-
tionally very challenging, as its scenario number will grow
exponentially with uncertainty number. In the latest research,
the multistage model with explicit decision rule has been
applied in the MESS scheduling with renewable penetration
[9]. However, in the planning model, the uncertainty set of
renewable generation varies with the installation capacity of
PV. It makes the multistage explicit decision methods compu-
tationally intractable [9], [24], [25]. In [27], surrogate affine
policy (SAP) is proposed to address the computational chal-
lenges caused by variable uncertainty set in a two-stage model.



Ref. [28] employs SAP to increase the uncertainty-proof PV
hosting capacity with a two-stage model. Nevertheless, its
application to the multistage model has not been investigated.
In addition, the SAP-based model is traditionally solved by the
duality-based approach [27], [28], which may face scalability
issues when applied to large-scale power systems. The existing
literature has not resolved the scalability challenge of the SAP-
based model.

The motivation of this paper is to promote renewable
integration with energy storage system, considering solution
robustness, nonanticipativity and computational tractability.
Fig. 1 shows the sketch of this work. The contributions of
this paper are threefold.

« A novel ramping-based variable-timescale model is pro-
posed for the co-optimization of distribution planning
and operation. The time resolution of the operation stage
varies based on ramp events. The timescale variability
provides a good balance of model accuracy and size,
especially for the system with ramping events. The in-
teger variable, i.e. MESS connecting action, can unlock
flexibility by leveraging high-resolution timescale while
maintaining an efficient model size.

o A general efficient approach is proposed to detect critical
ramp events, enabling high-resolution timescale for the
pivotal time periods. In order to capture MESS’s transit
periods, we also present a group of ramp rules by exploit-
ing the characteristics of MESS. The ramping detection
approach can also contribute to the compression of the
high-volume power data.

o This paper introduces a novel multistage optimization
model with a variable uncertainty set, and an accelerated
solution approach. The uncertainty set becomes variable
when the model considers the optimal PV installation ca-
pacity, PV curtailment and load shedding. To address the
computational challenges, we develop a hybrid solution
approach to solve the model efficiently. It provides better
computational performance by integrating SAP, scenario
generation and duality-based approach with various algo-
rithmic enhancements.

The rest of this paper is organized as follows. In Section II,
the variable timescale planning-operation co-optimization
model is proposed. In Section III, the ramp events detection
approach is presented. In Section IV, we present the multistage
optimization model with a variable uncertainty set. In Sec-
tion V, the hybrid solution approach is proposed. Case studies
are given in Section VI. Section VII concludes this paper.

II. VARIABLE TIMESCALE PLANNING-OPERATION
Co-OPTIMIZATION MODEL

In this section, we first present the deterministic planning-
operation co-optimization model. The model diagram is shown
in Fig.2. The objective is to minimize planning and operation
costs. Installation capacities of MESS and PV are decision
variables at the planning level. MESS mobility, MESS charg-
ing/discharging power, PV output, power flow, node voltage,
PV curtailment, load shedding, energy transactions with main
grid are decision variables at the operation level. Then, a
variable timescale model is formulated.

Fig. 2. Diagram of distribution system with PV and MESS.
A. Deterministic Planning-Operation Co-Optimization Model

1) MESS Constraints: MESS travels and delivers power
among different nodes. MESS’s temporal-spatial behavior con-
tains transit state and parking state. The transit state represents
that MESS travels from one node to the other one in a time
slot. While the parking state indicates that the MESS stays at
the same node in a time slot. Following [29], we present the
mobility constraints for MESS as follows

S Aepr <LVEET, VI EL, )
ceC
Aepltrr T At S LVEL T+ T € T,Ver, e €C,
Vi e LVr <Tirewed, )
Xt =1=> Aeps, Ve T, VIEL. 3)
ceC

Constraint (1) indicates that each MESS can be connected
to at most one node at each period. Constraint (2) guarantees
that MESS satisfies the prescribed travel time among various
nodes. Constraint (3) represents the transit status of MESS.
Power and energy constraints for MESS are formulated as

s,d

s s,c Pc,l,t
B =E + > (WP, - i VALVt e T,V € L, (4)
ceC l
(1-of)C} < Ef, <C; Vte T, VIEL, 5)
0< P, < nffhe14CF V€ T VI € L,Ve €C, ©)
0< P, <nideanCf V€ TVl € L,VeeC. 0

Constraints (4) and (5) denote the evolution and limit of
MESS energy level, respectively. Constraints (6) and (7) de-
scribe the discharging and charging power limit, respectively.
Big-M method could be used to linearize constraints (6)-(7).

2) Power Flow Constraints: Linear DistFlow model has
been applied to various optimization models of distribution

system [9], [30], [31]. Hence, this paper uses the linear
DistFlow model to convexify AC power flow equations.
P = Z P, Vi€ I,VteT, (8)
i/ €O(7)
Qh= > QuusVieLVteT, ©)
i/ €O(i)

Vit = Virg + (riir Pigr ¢ + €30 Qiir ) /V1, Vi € Z,Vt € T . (10)

Constraints (8)-(9) build a connection between the nodal
power injections and the power flows. Constraint (10) denotes
the voltage drop in lines. As a side note, power flows and
voltage magnitudes can be described as images of nodal power
injections since the distribution system is radial.



Original Time
Scale

J ramp events detection

[
[T 1 [ T T T 1
[

O timescale adjustment

[ T T TTTTTTT

l:l Time Scale l:l Time Periods of
Resolution Ramp Events

[ I
[ f—o
[ f—eo

—
Variable Time
o [T

Scale

Fig. 3. Diagram of adjusting timescale based on ramp event. Timescale is
refined selectively during ramp events occurring.

3) Security Constraints: This paper considers voltage limit
(11) and line thermal capacity as security constraints (12).
Linear box constraints [9] could be used to approximate the
quadratic constraints (12).

V<V, <V, VieIVteT,
P24+ Q2 <S2VgeQVteT.

In the proposed co-optimization model, the objective is to
minimize the total cost, which includes the investment cost,
MESS transportation cost, PV curtailment cost, load shedding
cost, the cost of buying electricity from main grid, and the
income of selling electricity to main grid. Then, the objective
function with one representative day is formulated as

QY
12)

IICED SIICES 3) paes
neN leL teT leLl
h d,h
min th (Z Py + Z Pm,t> At+
teT neN mem
Z P’ max{P? 0} At — Z P’ min{P? 0} At
teT teT
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the proposed model could be generalized to consider multiple

representative days per year. Then, the deterministic planning-
operation co-optimization model is formulated in a compact
form as

. T
(P1) n;ltn th T
teT
S.t. Btwt < ht,Vt S T7

13)

(14)

where x; denotes the vector of decision variables. Matrix By
and vectors c¢, h, are the corresponding coefficients.

B. Variable Timescale Model

In the proposed variable timescale model, the scheduling of
flexible resources is focused on critical time periods during
ramp events occurring. In this way, the binary decisions (i.e,
MESS mobility) could be made in the high-resolution time pe-
riods. It helps unlock flexibility while maintaining an efficient
model size. Fig. 3 shows the diagram of timescale adjustment.
The adjusted time set 7 can be obtained based on ramp events.
Specifically, the timescale during ramp events occurring can
be further refined. Then, by replacing the original time set 7
in (P1) with the adjusted time set T, the variable timescale
model can be formulated as

(P2) min Y &'z
‘ teT
S.t. Btﬂ}t S ht,Vt S 7-
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Fig. 4. Diagram of two net load ramp events that satisfy the power swing
threshold (a) and ramp accumulation threshold (b), respectively.

III. CrRITICAL RAMP EVENT DETECTION

This section proposes a novel critical ramp event detection
algorithm for identifying ramp events. The complete algorithm
integrates trend fitting, ramp rules and ramp events detection.

A. Trend Fitting

The net load time series contains many tiny smooth seg-
ments that are outside of our interest. Trend fitting is capable
of eliminating these segments and revealing the trends in
time series. Hence, this paper uses a trend fitting algorithm
called critical aperture filtering [32] as a preprocessing step,
which is proposed for efficient data compression in a data
management system formerly. In this algorithm, a series of
data points are evaluated one after the other in view of a
critical aperture, which is the upper and lower slopes related
to a previous archived data point. If the point following the
previous archived point falls within the critical aperture, it will
be discarded. Otherwise, it will be archived.

B. Ramp Rules

Generally, a ramp represents a significant increase or de-
crease in load power within a limited time span. The following
rule [21] is usually used to determine whether an interval of
the load time series is in fact a ramp event.

Rl(tsate) = 1{|Pte—PtS\ZZm}a te —1s < t_v (17)

where ¢, and t. denote the start and end time of time series,
respectively. R(¢s,t.) is 1 if the event satisfies the threshold,
and 0 otherwise. P; is the power of time series at time ¢. # is
the maximum time span of each ramp event. Z,,, represent the
threshold of power swing. Equation (17) specifies the power
swing rule which checks whether the load power has changed
by a specified amount in a given time span.

On the other hand, because of the limited SOC, excessive
accumulation of continuous ramp-up/-down events poses a
challenge to energy storage systems. It could force MESS to
move its location during the load duration time. For example,
overcharge could happen after several continuous ramp-up
events of PV. If the voltage of the node MESS connected is at
a high level, MESS then needs to move to other nodes with
higher voltage safety margins for releasing the energy. Thus,
we develop a concise rule to determine whether an interval
has accumulated excessive continuous ramp-up/-down events:

Ro(ts,te) = 1(p,, —p,, _r|>2.3:te —ts <1, (18)



Algorithm 1 Ramp Event Detection Algorithm
1: Input: P obtained by trend fitting of forecast net load
2: Output: Set of mutually independent ramp events RE™*
3k« 1, RE; + 0
4: for t, = 1 — length(P) — 1 do

5: for t. = t; + 1 — min{t, + ¢, length(P)} do

6

7

8

9

if Ryi(ts,te) ==1 or Ro(ts,t.) == 1 then
Sk < ts, € < te, My — |Pte — Pts|
¢k < |Pr, — Pi,—v|, REy < (Sk, €, My, Ci)

: k< k+1
10: end if
11: end for
12: end for

13: K+ k—-1,k<«+ 1, RE} <+ RE;
14: for ¥ =2 — K do

15: if 67; > 53 then

16: if f(RE}) < f(REy ) then
17: RE} «+ 0, RE} < REy
18: end if

19: else

20: k+ k+1, RE: < RE}/
21: end if

22: end for

where I" is a memory factor. Z, represents the threshold of
ramp accumulation. Equation (18) defines a ramp accumula-
tion rule. Fig. 4 shows the diagram of the net load ramp events
that satisfy the two ramp rules.

C. Ramp Events Detection

The ramp detection is performed based on the rules outlined
in (17)-(18) using Algorithm 1. Algorithm 1 traverses the input
time series P and identifies all ramp events RE that satisfy the
ramp rules first. Then it extracts mutually independent events
RE™ from the overlapping events in RE based on a score
function. For a given ramp event R E},, the corresponding score
value is attained as follows:

[(REy) = pi|mg| + p2ler — si| + pslckl, (19)

where my, ey, s and ¢, denote the power swing, end time,
start time and ramp accumulation of RFjy, respectively.

As a side note, the ramp event detection is performed using
the data of forecast net load. The forecast net load can be
obtained based on the forecast load curve, the per-unit forecast
PV curve, and the proportion of total PV capacity to total
load v. The uncertainty of forecast error is accommodated by
the recourse actions, which will be explained in the following
section. The effectiveness of this method is adequately verified
in the case study. It is worth mentioning that uncertainty
can also be considered in the detection algorithm to further
enhance the accuracy of the variable timescale model by
replacing Ry (ts,t.) with R (ts,te):

Ri(tsate) = - ts S Ea

1{maX{13te _Ets ;ﬁts —fte }sz}’ te

where P,, P, denote the upper and lower bounds of the confi-
dence interval for the forecast net load at time ¢, respectively.
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Fig. 5. Comparison of the PV optimal uncertainty range (OUR), forecast
confidence interval and curtailment.

IV. MULTISTAGE MODEL WITH VARIABLE UNCERTAINTY
SET

In this section, we present the uncertainty model and
formulate a multistage model with variable uncertainty set.

A. Uncertainty Modeling

In this study, the deviations from PV generation forecast and
load forecast are considered as uncertainty. Uncertainty set is
a key factor in multistage models, and is usually formulated
as a box set with certain boundary [23], [24], [26]. However,
PV installation capacity, load shedding and PV curtailment are
decision variables in this work. Hence, the uncertainty set is
not a constant anymore. We formulate the uncertainty set with
variable bounds as

d d d,low d d,up
Z/{m-,t - {Gm,t|um,t < €m,t < U ¢ }’vm € Ma

Uy = UL, = (el bl < e <uliP)¥ne N,
d,low v,low d,u v,
um,t S Oa un,t S Oaum,tp 2 Oa un,tp Z 0
vteT, (20)

which denotes the optimal range of uncertainty that the flexi-
bility is capable of accommodating. {/; can be called Optimal
Uncertainty Range (OUR). It is related to forecast confidence
interval, forecast value, PV curtailment, load shedding and PV
installation capacity. We formulate constraints as follows

P < —blov 4 ph it < PEE e T,Ym e M, (21)

m,t m,t»
PR < bt + PR e € T, Vim € M, @2

kv ey < —ul + Pt < kL ,CUVte T Vn e N,
(23)

’ h ! h
knhCo < upi + PPN < O — Ky, Ch 4 P

n,t
Vte T,VneN, (24)

where Pffl’;’;’h, P;jtf " denote the load shedding and PV cur-

tailment in the forecast scenario, respectively. Pi’f;p s P* ok
denote the load shedding and PV curtailment of upward flex-
ibility (allowed upward deviation of uncertainty uf,;qftp Sy 1P,
respectively. The total load shedding and PV curtailment
can be denoted by Pt = P,i’f;’h + PR and P =
P;:tf oy P "', respectively. Constraints (21)-(24) ensure
that uncertainty in the confidence interval can always be
accommodated in OUR if there is no PV curtailment or load
shedding. For illustrative purposes, we present the relationship
between PV OUR, confidence interval and curtailment in
Fig. 5.



B. Multistage Optimization Model

When uncertainty is materialized, it has to be accommo-
dated by recourse actions, which are formulated as

Pb Ab pPs,C Hs,d 1 Y A _ b b s,c s,d

[Pt thv Pc,l,tv Pc,l,tv Viﬂh qut» qut] - [Pt thv Pc,l,tv Pe,l,t7

Vvi,hpq,thq,t] + yt(e[t]),Vet € Z/{tvi € I,VC € 67VZ € ['7
geQVteT, (25)

where €[3) is the uncertainty vector at stage ¢ and e =
{€1, €2, ..y €t} yi(€y) is the re-dispatch policy that maps
uncertainty to recourse actions. The recourse actions at stage
t depend on the realizations of uncertainty up to stage t.
According to [33], nonanticipativity refers to that the current
re-dispatch decision can only be made based on the current
and previous information available, and is independent of un-
known uncertainty realizations of the future. Thus, the recourse
actions (25) guarantee the nonanticipativity. Moreover, to guar-
antee that solutions are feasible for any uncertainty realization
within the uncertainty set, which is called robustness, they are
forced to satisfy constraints (4)-(12).

With aforementioned equations, a multistage model with
variable uncertainty set is proposed. For notation simplicity,
the compact form of the model is rewritten as

P3) min élx 26

(®3) min Z ¢ T (26)
teT

S.t. Atmt + Etut S bt,Vt S 7;, (27)

t
Z [K.,.:v,- + M-ry‘r(e[‘r])] + Lies < dy,
=1

Ve, € U, NVt € T, (28)

where u; denotes the bound of uncertainty set. Equation (27)
represents constraints (1)-(3) and (21)-(24). The re-dispatch
constraints (4)-(12) and (25) are rewritten in (28). As a side
note, the MESS mobility is optimally determined, and MESS
mobility does not take recourse action in this work. That is
mainly because the recourse action of mobility poses signifi-
cant computational challenges to the multistage model. Hence,
some optimality is sacrificed to guarantee the computational
tractability.

V. HYBRID SOLUTION APPROACH

(P3) is intractable due to the infinite constraints (28) and
variable uncertainty set U;. To overcome these challenges,
we propose a novel hybrid solution approach, including SAP-
based model reformulation and hybrid acceleration strategy.

A. Surrogate Affine Policy with Multistage Model

Affine policy is commonly used to approximate the re-
dispatch decisions y;(€fy) as affine functions of uncertainty
to make the multistage problem tractable [9], [23], [24]. Let

G denotes the affine matrix. y;(e[y) is then described as
Yt (G[t]> = Gth,Vt S 7—, Ve € Uy. 29)

However, the traditional linear affine policy is intractable to
solve problem (P3) due to the variable uncertainty set [27].

Algorithm 2 Hybrid Acceleration Strategy
1: Screen inactive security constraints with (C)
Reformulate power balance constraints into (47)-(48)
Reformulate MESS output constraints into (50)
Reformulate SOC constraints into (51)-(53)
Initialize D for all f with a set of initial extreme points
while g;(z',u/, G, 6) > 0,36 € U,3f € {1,..F} do
(', o, él) < optimal solution of (P5)
for f € {1,...., F} do
Of < argmaxaeagf(m’,u’,él,é)
If g¢(x/, v/, é/,(Sf) >0let Dy < Dy U{d¢}
end for
: end while
. Output the optimal solution (z',u’, G”)

R A A S o

— = =
W N = O

The duality-based approach or scenario generation method
cannot solve it directly, which are often used to handle the
two-stage/multistage robust model with a constant uncertainty
set. Inspired by [27], we utilize SAP to recast the problem into
the multistage model with a constant uncertainty set. First, we
introduce the new surrogate uncertainty set

Uy = {60 <8, <1} ,VteT, (30)
and surrogate affine policy
Gy = Gi[U;, U |Vt e T, (31)

where U; = diag(ul°®), U} = diag(u;?). ul°¥ and u;®
are the lower and upper bound of uncertainty set, respectively.
Then, the uncertainty and re-dispatch policy can be recast as

€t — [Ui;7 U;] [6,5, 1-— dt]T, Gtét = G’t[ﬁt, 1-— 5t]T,
VteT. (32)
Next, we substitute (29) and (32) into (28). Then, equation

(28) is recast as
¢
Z {K.rw.r + M,G,[6,,1— 6T]T}+
T=1

Lt[Ut_, U;][ﬁt, 1-— 5t]T < dt,V(St S Z]t,Vt S 7~— (33)

Finally, the SAP-based multistage model with a constant
uncertainty set is formulated as

P4) mi &yl
( )mtfﬁl’a@t th Ty (34)
teT
s.t. 27), (33). 35

B. Hybrid Acceleration Strategy

The SAP-based model is typically solved by the duality-
based approach [27], [28], which recasts (33) by its dual
program with additional dual variables and constraints. How-
ever, the additional dual variables and constraints increase
significantly with the number of buses, loads and PVs, leading
to a prohibitively high computational burden. Inspired by the
idea from [24], we propose a hybrid acceleration strategy to
overcome the scalability issue of solving (P4), as presented in
Algorithm 2.



1) Security Constraint Screening: In the dual-based so-
lution approach, overwhelming security constraints (11)-(12)
may result in scalability issues in large-scale systems. Inspired
by [34], we formulate a mixed integer quadratically con-
strained program model to screen inactive security constraints.
Take the constraint of voltage upper limit as an example,
the basic idea is to check whether the largest possible nodal
voltage Vj ; can exceed its upper limit. It is formulated as:

(€) Vi =max Y ()P +0)2QM) (36)
i€T
Sthmil Z Z lt+ Z nt Z mt’ZEI’
leL ceg (i) neF (i) meP(i)
(37
1nJ _ Z Qm LVieT, (38)
meP(i)
V<Y (I PN +QUQhn) <V e, (9)
i€l
(Z QSfP:“i> <Z ngsz> <$2,9€Q, @40
i€T €T
Py — PR < P, < PEY 4+ PR Ym e M, (41)
Qf}%ft - Qd low Qm it = Qm ,t + an?tpavm € M7 (42)
(kL , k“’“’)C“ <P, < (KL, +kSB)CLYneN,  (43)
N7 Ae,1tCF < lt<nl)\cltCl,Vc€CVl6£ (44)
> A <LVIEL, 45)
ceC
where G(i), F (i), P(i) denote the sets of MESS candidate

location, PV and load located at bus 7, respectlvely P2, is the

d,up d low

net discharging power of MESS. Qm 1 Qumt s denote
the forecast value, upper and lower bound for the conﬁdence
interval of load’s reactive power, respectively. Power flows and
voltage magnitudes are described as images of nodal power
injections, and QVP Q;/zQ, lep , QS @ denote the coefficients
of these images, Wthh can be obtalned in [9].

Problem (C) is to find the largest possible V;; respecting
all other security and physics constraints. The voltage upper
constraint of bus j at time ¢ can be ignored if V;; < V.
For simplicity, the screening formulations of other security
constraints are not presented, which is similar. Note that (C)
can be solved in parallel to improve the solution time.

2) Reformulation of Power Balance Constraints: The infi-
nite constraints of power balance can be written as

J (G, G0, 1 — 8" + H[U; , U 1[8s,1 — 84]"
+Vimy = q¢, Vit € T, V8, € Uy, (46)

where G’;, G;’ denote the decision variables of the SAP Gy.
It is equivalent to the following equations

TGy + HU + Vi, = g, Vt € T, 47
J G — BGY + HU; — HU;f =0Vt T. (48)
3) Reformulation of MESS Output Bounds: When the un-

certainty is materialized, MESS adjusts its output as recourse

action. We employ the simplified SAP éf associated with an
aggregation of uncertainty to mitigate the scalability issue:

[pts’da P> = [Pts’d P21+ Gio7, 07,1 — o7, 1 — o
[PtSd, SC]+GS [6;}7(5d] +G
vt e T,Vo7 € [0,1],¥6¢ € [0, 1],

where 0] = ZnEN 5};7,5/Nn, 6 = Zme/vl 5fn7t/Nm.
G3 ’, G; " denote the decision variables of the simplified SAP.
The re-dispatch of MESS output is a function of the system-
level power of PV and load. A similar strategy has been widely
used in the multistage models [23]-[25] to overcome the
computational difficulties from the full affine policy. As shown
in section VI-A, this simplified policy performs surprisingly
well for (P4).

Under the simplified SAP, the infinite constraints of MESS
output are recasted as:

(49)

0< [P PP+ G2 (67,00 + G5 < Ry,
Vi e T,V € {0,1},¥6% € {0,1}. (50)

The proof is trivial. The MESS output is at its maximum
or minimum if and only if §7,5¢ take the vertex values.

4) Duality-based Reformulation of SOC Constraints: Take
the infinite constraints of SOC upper limit of [-th MESS at
time ¢ as an example, it can be written as

t ~ ~
S {5ty +wlGY 5,507+ wiés' |
T7=1
st 0<0V<1,0<6?<1,Vre{l1,2,..,t}

max
62,64

0>
Based on the duality theory [35], it can be recast as

t

Z (sf_wT + w_TrGf_//) + (7,1, 7,2, ] - 1 <0, (S1)

T=1
wf_éf./ <, V1T €{1,2,..
e > 0,V € {1,2, ...t}

Jt}, (52)

(53)

5) Scenario Generation: In this work, we will handle
the security constraints through Scenario Generation (SG)
approach. The master problem in the SG algorithm can be
written as

(P5) min Y & w (54)
wt,ut-,Gt,ﬂ't,-r t€7-
s.t. (27), (47)-(48), (50)-(53), (55)
gr(x,u,G,8) <0,¥8 € Dy, Vfe{l,..,F}, (56)

where D denotes the set of extreme points identified from the
SG algorithm for security constraint f. {1,..., F'} is the set of
possibly-binding security constraints obtained by the proposed
screening method. gy (x, u, é,&) is f-th security constraint.
The SG solves the master problem (P5), and checks if the f-th
constraint is violated by the solution, and if so, the associated
scenario is added to Dy. To reduce the number of (P5) solved
in the algorithm, we start with an initial set of extreme points
(i.e., the scenarios with the minimum net load and maximum
net load).



TABLE I
MAJOR TECHNO-ECONOMICAL PARAMETERS
PV RY = $534/kW, y¥ = 25 yr
Feeder V =0.95, V= 1.05, p*t = $0.25/kWh
a® =09, R® = $519/kWh, y* = 10 yr
MESS nd=n°=0.5, u°=pud =1, p°=9$5h
TABLE II
PARAMETERS OF RAMPING EVENT DETECTION
Parameter Value Parameter  Value
Zm, Zc 0.2 pau., 04 p.u. w 0.005 p.u.
t, T, v 4h,6h 1.4 |p1,p2,p3 1,0,5
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Fig. 6. Seasonal net load time series with critical aperture filtering, detected
ramp events and ramp accumulation. Critical aperture filtering reduces the
original time series from 384 samples to 98 samples. 16 ramp events are
detected and 14 of them are over-accumulation events.

VI. CASE STUDY

Numerical tests are carried out with the modified IEEE 13-
bus system [36], 141-bus system [28] and 906-bus system [37].
We use four seasonal typical days for the planning. Typical
load and PV profiles for each season are from [38]. In the
planning stage, the uncertainty bounds for PV and load are
set to 0.2 p.u. In the scheduling stage, the uncertainty bounds
expand as the prediction time scale increases, ranging from
0.05 p.u. to 0.2 p.u.. PVs are assumed to operate at the unity
power, and the load’s power factor is 0.85. The major techno-
economical parameters are presented in Table I. The cost of
PV curtailment and load shedding is set to $5000/MWh. The
simulations are executed using Matlab 2021b and Gurobi 9.5.

The proposed critical ramp event detection method is ap-
plied to seasonal net load time series. The detection parameters
are presented in Table II. Fig. 6 shows the seasonal net load
time series with critical aperture filtering, detected ramp events
and ramp accumulation. The net load reaches valley value at
11:45 in summer. Critical aperture filtering reduces the net
load time series from 384 samples to 98 samples. It produces
a good fit with low approximation error. The method detects
16 ramp events after filtering. Note that some of them are over-
accumulation ramp events with short duration. For example,
the 2nd ramp event occurs from 10:45 to 12:00 in spring,
which has a power swing of 0.02 p.u. and ramp accumulation
of 0.51 p.u.. Although these events are inconspicuous, SOC
of MESS is very likely to hit the security bound during
these periods, necessitating movement. It will be discussed
in section VI-A.
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Fig. 7. Single-line diagram of the modified IEEE 13-bus system coupled with
a transportation network.

TABLE III
PLANNING RESULTS OF IEEE 13-BUS SYSTEM WITH ONE MESS
Cost MESS Cap. PV Cap. (kW) LCN LVN LST
($) (kWh) Node 3 Node 4 Node 7 (10%) (10%) (s)
Case 1 15134 560 626 0 71 94 6.7 6
Case 2 15067 642 659 0 73 19.1 140 14
Case 3 15067 642 659 0 73 289 225 26
TABLE IV

PLANNING RESULTS OF IEEE 13-BUS SYSTEM WITH TWO MESSs

MESS Cap.

Cost PV Cap. (kW) LCN LVN LST
§) W (10%) (10%) (5)

No.l No.2 Node 3 Node 4 Node 7
Case 1 15131 545 26 622 0 78 16.8 12.1 88
Case 2 15058 510 254 696 0 66 35.1 26.2 616
Case 3 15058 510 254 696 0 66 547 427 1473

A. 13-bus Distribution System

Fig. 7 illustrates the single-line diagram of the modified
IEEE 13-bus system with a nominal voltage of 2.40 kV. The
feeder includes 4 load nodes with the peak being 1.07 MW
and 0.66 MVar. The apparent power capacity of the branch
is 2 MVA. Utility-scale PVs are to be installed at node 3, 4,
7. There are 3 MESS candidate locations, where MESSs can
be connected to the power system. The initial and terminal
location are node 13. The travel time between each MESS
candidate location is 30 min. The initial SOC is set as 50%.
The voltage ratios of the two transformers are set to 1:1.06
and 1:1.07, respectively.

1) Comparison with Fixed Timescale Model: The following
cases are performed to validate the effectiveness of the pro-
posed ramping-based variable-timescale model in selectively
refining the time resolution:

¢ Case 1: Optimization with a fixed timescale of 1 h.

o Case 2: Optimization with a variable timescale between

0.5 h and 1 h, which is determined based on ramp events.

o Case 3: Optimization with a fixed timescale of 0.5 h.

In Case 1, the time resolution of 1 h is utilized, which is
commonly used in both planning and scheduling models [6],
[71, [10], [11]. In Case 2, the time resolution is selectively
refined from 1 h to 0.5 h during ramp events. In Case 3,
the time resolution of 0.5 h [13] is used as a benchmark to
represent the fully fine resolution. Case 3 is designed to obtain
the most exact planning results among the three cases due to its
finest time resolution. It is used to evaluate the results obtained
from the other two cases. In each case, the forecast values of
load and PV for each time period are calculated by averaging
the 15-minute forecast values to ensure a fair comparison.

Firstly, we perform the proposed model for planning with
one MESS, as shown in Table III. “Cost” represents the plan-
ning and operation cost of four seasonal typical days. “MESS
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Fig. 8. Day-ahead schedule of typical day in the worst-case scenario. (a), (b), and (c) illustrate the day-ahead forecasted net load, detected ramp events, and
optimization timescales for the three cases. (d), (e), and (f) show the PV curtailment. (g), (h), and (i) present the MESS schedule. (j), (k), (1) show the voltage.

Cap.” and “PV Cap.” represent the obtained installation ca-
pacities of MESS and PV, respectively. “LCN”, “LVN” and
“LST” denote the largest constraint number, largest variable
number and largest solving time of the proposed model during
the iteration process, respectively. In terms of the planning
results, Case 1 gets the cost of $ 15134 with 560 kWh of
MESS installation capacity and 697 kW of PV installation
capacity. Compared to benchmark (Case 3), Case 1 installs
82 kWh less of MESS and 35 kW less of PV, resulting an
additional cost of $ 67 due to increased electricity purchases
from the main grid. In contrast, the planning results for Case
2 are identical to those of the benchmark. This shows that
selective refinement of timescale leads to more economical
and accurate planning results.

Regarding the model size, Case 3 exhibits the highest
complexity with the LCN of 28.9%10% and LVN of 22.5%103.
In contrast, Case 2 has the LCN of 19.1 % 103 and LVN of
14.0 * 103, approximately 66% and 62% of those of Case 3.
Additionally, the LST for Case 2 is approximately 54% of that
for Case 3. Therefore, Case 2 demonstrates superior computa-
tional efficiency. This highlights that selective refinement helps
avoid overly complex model size thus speeding up solving.

Furthermore, we conduct case studies with two MESSs to
illustrate the allocation differences in MESS planning. The
results are presented in Table IV. Compared to benchmark,
Case 1 has installed 35 kWh more of No.l MESS and 228
kWh less of No.2 MESS. In contrast, the planning results for
Case 2 are also entirely consistent with the benchmark. There-
fore, this further shows the advantage of selective refinement
of timescale in achieving more accurate allocation in planning.

As a side note, the proposed solution approach usually takes
only several (no more than 10) iterations to get the converged
result. For example, the iteration numbers for three cases of
planning with one MESS are 2, 3 and 3, respectively.

To evaluate the performance of the proposed model in
scheduling, we conduct case studies for day-ahead scheduling.
The installation capacity of MESS and PV are determined by
the planning result of Case 2 with one MESS. Three hundred
out-of-sample scenarios of historical PV power and loads are

TABLE V
DAY-AHEAD SCHEDULING RESULTS OF TYPICAL DAY OF 13-BUS SYSTEM

Operation PV Cur. LCN LVN LST

cost ($) (kWh) (10%) (103) (s)
Case 1 8329 1192 2.1 1.6 06
Case 2 6933 921 54 36 19
Case 3 6933 921 78 55 33

generated as predicted scenarios. The day-ahead scheduling
model aims to minimize the operation costs, with constraints
aligned with those of the planning model. For illustrative
purposes, we present the day-ahead schedule results of a
typical day in the worst-case scenario for different cases. The
worst-case scenario is defined as the scenario with the smallest
net load. The result is depicted in Fig. 8. Fig. 8(a), (b), and
(c) illustrate the day-ahead forecasted net load, detected ramp
events, and optimization timescales for the three cases. Fig.
8(d), (e), and (f) show the PV curtailment. Fig. 8(g), (h), and
(1) present the MESS schedule. Fig. 8(j), (k), and (1) present the
voltage magnitude at node 3 and node 6. The operation cost,
PV curtailment, LCN, LVN, and LST of day-ahead scheduling
model are summarized in Table V. Next, detailed discussions
will be presented with a focus on Fig. 8 and Table V.

First, MESS tends to move frequently during periods
of over-accumulation events. For instance, as depicted in
Fig. 8(h), from 7:00 to 7:30, MESS moves from node 13 to
node 3 near the PV for charging. Interestingly, MESS doesn’t
linger for long and from 10:30 to 11:00, it moves from node 3
to node 6, situated farther away from the PV, for discharging.
An hour later, from 12:00 to 12:30, MESS returns from node
6 to node 3 for charging again. This unusual phenomenon
reveals that, during peak generation times, MESS may move
frequently for PV integration instead of remaining stationary
near PV. This is due to grid security constraints and MESS
SOC limitation. During the periods of peak PV generation,
MESS has to move near the PV for absorption to prevent
overvoltage (i.e., node 3). However, due to its limited capacity,
MESS may be unable to meet the excessive PV absorption
demands. Consequently, to avoid overcharging, MESS has to
rapidly move to other nodes with higher voltage safety margins
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Fig. 9. Day-ahead PV curtailment (a) and cost (b) for three cases of 300
out-of-sample scenarios. Case 1 always gets the highest curtailment and cost.
Case 2 gets almost the same levels of curtailment and cost as Case 3.

for discharging (i.e., node 6). After discharging, MESS has to
return to the vicinity of PV to resume charging. This highlights
that MESS may hit the SOC limits during the periods of over-
accumulation events, resulting in frequent movement.

Second, refining the timescale helps reduce PV curtailment.
As shown in Table V, Case 1 exhibits the highest level of
PV curtailment of 1192 kWh. In contrast, Case 3 gets PV
curtailment of 921 kWh, representing a reduction of 22.7%
(ie., 22.7% = (1192-921)/1192). This is due to the finer-
grained scheduling of MESS movement. It reduces the time
MESS spends in idle mode and fully utilizes its charging
and discharging capacities. As shown in Fig. 8, it is observed
that PV curtailment occurs when MESS frequently moves at
noon. The scheduling time resolution of MESS is 1 h of
Case 1, which is twice the actual travel time between each
node. Consequently, MESS spends more idle time in Case 1,
resulting in a larger PV curtailment.

Third, refining the timescale selectively has the potential
to achieve the same level of PV curtailment and cost as the
fully fine resolution. As shown in Table V, despite Case 2
having LCN, LVN and LST of about 69%, 65% and 58% of
those of Case 3, they both get the identical PV curtailment
with 921 kWh and operation cost with $ 6933. This is mainly
because PV curtailment occurs during ramp events, and Case
2 precisely refines the timescale during these ramp events. It
implies that the timescale during curtailment periods for both
Case 2 and Case 3 is likely to be the same. Consequently, the
scheduling granularity for MESS’s movement in Case 2 and
Case 3 is likely to be consistent, enabling Case 2 to approach
the benchmark solution. As shown in Fig. 8(e) and (h), Case 2
refines the timescale from 6:00 to 20:00, while PV curtailment
occurs from 9:00 to 14:30. Additionally, the timescale when
MESS moves is 30 minutes in both Case 2 and Case 3.

PV curtailment and cost for 300 out-of-sample scenarios
are shown in Fig. 9. It is observed that 15 samples experience
significant PV curtailment. Among them, Case 1 always gets
the highest curtailment. Case 2 and Case 3 get almost iden-
tical levels of curtailment. These results highlight again the
superiority of the proposed model.

2) Sensitivity Analysis: The sensitivity studies are per-
formed to investigate the impact of parameters of ramping
event detection on interval number and cost, as shown in
Fig. 10. According to the simulation results, there are three
observations: (1) Interval number is generally negatively corre-
lated with Z,,,, Z., W and p-. (2) Interval number is generally
positively correlated with T', ¢ and v. (3) Interval number
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Fig. 10. Cost and adjusted interval number versus the ramp event detection
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TABLE VI
COMPARISON WITH THE DUALITY-BASED SOLUTION APPROACH

Uncertainty bound (p.u.) 0.05 0.1 0.15 02 025 03
Cost obtained by DSA ($) 13954 14327 14751 15134 15645 16610
Cost obtained by HSA ($) 13954 14327 14751 15134 15645 16678

Solving time of DSA (s) 102 174 111 112 157 203

Solving time of HSA (s) 24 23 21 14 36 34

increases first and then decreases with p; and ps. That is
mainly because parameter modification leads to the change of
detected event number. For instance, R; (17) becomes stronger
with the increase of Z,,, resulting in fewer detected ramp
events. Thus, the interval number decreases. Although the low
time resolution reduces the model size, it could also increase
the cost due to the reduced feasible region or flexibility.
Hence, it is important to balance the model size and solution
quality when selecting these parameters. We present a group
of proper parameters in Table II. It shows effectiveness and
consistency in our simulations. According to the requirement
of different realistic problems, these parameters can be further
adjusted based on the sensitivity analysis results to enhance
the performance.

3) Performance of the Solution Approach: To show the
effectiveness of the proposed hybrid solution approach (HSA),
we compare the solution time and the cost of planning and
operation with the duality-based solution approach (DSA)
[27], as presented in Table VI. We use the timescale with 1 h
as an instance. In DSA, (P3) is firstly recast based on SAP.
Then it is reformulated into a mixed integer linear program
(MILP) problem based on duality theory and solved by Gurobi
directly. It is observed that HSA achieves good performance
in all test cases. For uncertainty bound < 0.3 p.u., HSA gets
cost entirely consistent with DSA. The error of cost is at most
0.4% (i.e., 0.4% =~ (16678 — 16610)/16610) for uncertainty
bound = 0.3 p.u. Moreover, the solution time of HSA is less
than 23.5% of that of DSA (i.e., 23.5% ~ 24/102). These
results highlight the superiority of HSA. As a side note, the



TABLE VII
THE IMPACTS OF SELLING ELECTRICITY TO THE MAIN GRID

Unidirectional Selling price  Selling price
power flow of $ 100/MWh of $ 200/MWh
Cost ($) 13196 11437 11114
Selling energy (MWh) 0 3.229 3.251
TABLE VIII

SOLUTION RESULTS UNDER DIFFERENT PENALTY COST SETTINGS

Penalty cost $ 5/kWh $ 2/kWh $ 1/kWh $ 0.5/kWh $ 0.4/kWh

Cost ($) 16544 16543 16532 16310 16100
PV Cur. (kWh) 0 3 27 1051 1821
Load Shed. (kWh) 0 0 110 526 531
TABLE IX
IMPACT OF RAMP RULE Rj (ts, te)
Ramp Num. of  Operation LCN LVN LST
rules time periods cost ($) (10%) (10%) (s)
Ri(ts,te) + Ra(ts,te) 30 3002 38 25 057
R} (ts,te) + Ra(ts, te) 35 2927 48 32 0.87
TABLE X
PLANNING RESULTS OF 141-BUS SYSTEM
Cost MESS Total PV Total LCN LVN LST
$ Cap. (MWh) Cap. MW) (10%) (10%) (s)
Case 1 165335 7.876 8.940 21.6  16.6 13
Case 2 164619 7.583 9.092 40.1 330 50
Case 3 164619 7.583 9.092 63.1 519 155

iteration numbers of HSA for these cases are 3, 2, 4, 2, 7, 7.

4) Impact of Selling Electricity to the Main Grid: In this
subsection, the impacts of three electricity-selling settings are
compared, as shown in Table VII. In this study, the voltage
ratios of the two transformers are adjusted to 1:1.04 and
1:1.05, respectively. Compared to the unidirectional power
flow, selling electricity to the main grid could achieve a cost
saving of $ 1759 (i.e., 1759=13196-11437) when the selling
price is $ 100/MWh. Besides, the cost saving expands when
the selling price increases to $ 200/MWh.

5) Impact of Penalty Cost for PV Curtailment and Load
Shedding: In this study, the base load is adjusted to 110%.
Table VIII shows the cost, PV curtailment and load shedding
under the five penalty cost settings. PV curtailment and load
shedding increase with the decrease in penalty cost. Mean-
while, the cost decreases from $ 16544 to $ 16100.

6) Impact of Ramp Rule R} (ts,t.): Table IX shows the
day-ahead operation cost, number of time periods, LCN, LVN,
LST for the proposed model based on different ramp rules. In
this study, the day-ahead forecast net load for a typical day
is used, and Z,, is set to 0.4 p.u. It shows that ramp rule
Ri(ts,te)+Ra(ts, te), which accounts for uncertainty, enables
the detection of more ramp events and increases the number
of time periods from 30 to 35. This refinement leads to a
larger model size, but it simultaneously reduces the operation
cost by $75 (i.e., 75=3002-2927). This result illustrates that
accounting for uncertainty in the detection algorithm could
further enhance the accuracy of the variable timescale model.

B. 141-Bus Distribution Network

The 141-bus distribution feeder includes 84 load nodes with
the peak being 11.9 MW and 7.4 MVar [28]. The apparent
power capacity of the branch is 20 MVA. Utility-scale PVs
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Fig. 11. Scalability analysis of the proposed method in 141-bus system.
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Fig. 12. Scalability analysis of the proposed method in 906-bus system.

are to be installed at nodes 78-82. There are two MESSs and
five MESS candidate locations in the system. The initial and
terminal node are node 141. The voltage ratios of transformers
are set to 1:1.03, 1:1.01 and 1:1.01, respectively. The planning
results of the three cases are shown in Table X. Case 2
obtains planning results entirely consistent with the bench-
mark. Moreover, LCN, LVN and LST for Case 2 are 64%,
64% and 32% of the benchmark, respectively. Despite Case 1
having the fastest LST of 13 s, its planning results exhibit
significant discrepancies compared to the benchmark. The
results demonstrate the superiority of the proposed ramping-
based variable timescale model again.

We also perform a scalability analysis of the proposed
model in the 141-bus system for different numbers of MESSs
and MESS candidate locations. The LCN, LVN and total
solving time (TST) of planning and operation model are
shown in Fig. 11. It is shown that the size and solving time
of the proposed model are not apparently sensitive to the
number of MESS candidate locations. Besides, as the MESS
number increases, the model size increases linearly rather
than quadratically or exponentially. This indicates that it will
not have computer memory issue when solving the planning
problems with multiple MESSs. Moreover, the solution time of
the operation model is not apparently sensitive to the number
of MESS. It remains within 100 s, which can fully satisfy the
timeliness requirement for day-ahead operation scheduling.

C. 906-Bus Distribution Network

Finally, we add a 906-bus low-voltage distribution system
to verify the scalability of the proposed model in large-scale
distribution network. The feeder includes 905 distribution
lines and 55 load nodes with the peak being 41.9 kW and
13.8 kVar. The apparent power capacity of the branch is
60 kVA. PVs are to be installed at nodes 891-895. The travel
time between each MESS candidate location is 30 min. The
results of scalability analysis are shown in Fig. 12. Thanks
to the constraints screening technology, the LCN and LVN
of the proposed model in the 906-bus and 141-bus systems
are almost identical. For example, in the case of 5 MESSs
and 5 MESS candidate locations, the planning model’s LCN
is 83570 for 906-bus system and 82928 for 141-bus system.
Besides, the solution time of the operation model also remains



within 100 s. Given the scalability analysis of the proposed
methods, we believe that the proposed model is promising
for practical implementation in real-world distribution systems
with multiple MESSs and candidate locations.

VII. CONCLUSION

This paper introduces a novel variable timescale model
for planning-operation co-optimization. A novel ramp event
detection algorithm has been developed to facilitate timescale
adjustments. Additionally, we propose a multistage optimiza-
tion model with a variable uncertainty set to ensure solution
nonanticipativity and robustness. We also present a novel
hybrid solution approach to solve the model. Simulations have
been conducted using the 13-bus system, 141-bus system,
and 906-bus system. The methods proposed exhibit promising
accuracy and computational efficiency. In future studies, we
intend to explore heuristic neural network learning and multi-
agent techniques to further enhance the model.
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